
Spectral Mapping in 
the Mid-Infrared

and assorted recollections

JD Smith

University of Toledo 

Max Planck Institute for Astronomy



What is Spectral Mapping?

• Image Slicer with Virtual Slit?


• Fiber Bundle Maps?


• Fabry-Perot Tuned Etalon?


• Long Slit Scan Map with Continuous Readout?


• “Step and Stare” with a Traditional Slit?

Yes



Which flavor is better?
✓Constrained Pixel Count?


✓Space Environment — no “sky” variability?


✓Low/no instrument variability?


✓Low/no stepping overhead?


✓No source variability over mapping duration?

~Identical



Spectral Mapping Now 
Everywhere 

Kreckel+ 2017
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Early NIR Spectral Mapping
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FIG. 6.ÈReconstructed images of NGC 6240 from 20 minutes of on-
source integration. At top is the pure continuum image, collapsed from the
data cube. The two continuum peaks are indicated in subsequent images
by crosses. The lower four panels present continuum-subtracted line
images of the 1È0 S(1) line, the Ðrst showing the total Ñux and theH2 H2
following three panels representing three di†erent velocity bins of the emis-
sion line. The velocity bins are 350 km s~1 wide, separated by the same
amount. The spectral resolution element of the PIFS is 230 km s~1.

shows the spatial distribution of the total 0.5007 km line
emission, as well as three velocity bins of the same data. The
radio axis of the galaxy is oriented horizontally in the Ðgure,
which corresponds to the major axis of the line emitting
nebula. A clear morphological dependence on velocity is
seen, possibly indicative of gas Ñowing out along the radio
axis.

6. SUMMARY

We have described the design, construction, and per-
formance of a new cryogenic integral-Ðeld spectrograph for
near-infrared observations at the 200 inch Hale Telescope.
The properties of the spectrograph are summarized here :

1. Operation from 1È2.5 km or 1È5 km with one of two
existing 256 ] 256 infrared array cameras.

2. Total Ðeld of view of sliced into eight slits,5A.4 ] 9A.6,
each in size, with seeing-limited spatial0A.67 ] 9A.6
resolution across the entire Ðeld of view.

3. Two resolution modes, o†ering resolutions of
R B 1300 and R B 600. Spectral coverage is D5000 km s~1
and D12,000 km s~1 for these two modes, respectively.

FIG. 7.ÈPIFS images of [O III] emission in the z \ 3.22 radio galaxy
4C 39.37. The data here represent 80 minutes of integration time, with the
object dithered within the PIFS Ðeld for object-sky pairs. The total line
emission, at upper left, shows clear spatial extent, primarily in the horizon-
tal direction, corresponding to the radio axis. Velocity-resolved line
images, presented in bins of 350 km s~1, show that the morphology
changes as a function of velocity.

4. Slit imaging mode for photometric calibration and
target acquisition.

The design and construction of the Palomar Integral
Field Spectrograph represents part of the thesis work of
T. W. Murphy. We thank James Larkin, Robert Knop, and
Sean Lin for their roles in developing the long-slit spectro-
graph, which acted as a launching point in the design of the
PIFS. Conversations with Gerry Neugebauer helped guide
the instrument development. Special thanks to Armando de
las Casas, who did a signiÐcant portion of the machining
work, and to Rick Paniagua, who advised T. W. M. on
countless innovative machining techniques, and also made
his tool box available. Thanks also goes to Mike Gerfen,
Ramon Devera, Richard Borup, Nathaniel White, Terry
Scott, Phillip Wood, and Larry Kuntz for their machining
contributions to the project. Thanks to Doug Warden for
providing odds and ends and for wiring the motors. Eiichi
Egami is thanked for occasionally lending a hand and for
his help with photo-documentation. Diamond Ñy-cutting of
the image slicer optics was performed by Manasota Optics.
The PIFS dewar was built by Precision Cryogenics. Don
Loomis Ðgured the fused silica optics. Infrared Optical Pro-
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FIG. 4.ÈThe PIFS dewar and optical path. The infrared camera is a separate dewar attached to the PIFS dewar at left.

in ° 2.1. Following one of the two e†ective slits from the
image slicer, the beam goes to one of the two identical
spectrographs. A 940 mm focal length spherical collimator
places an image of the 13 mm pupil on the grating surface. A
mirror can be rotated in front of the grating to produce an
image of the slit rather than a spectrum. Because this is a
separate mechanism, the grating position is not disturbed
during this operation, allowing one to switch between
imaging mode and spectral mode without a†ecting grating
reproducibility. For each spectrograph there are two
aluminum-coated epoxy replicas affixed to a single alumin-
um substrate. One of the grating surfaces has a blaze angle
of and 300 grooves mm~1, providing a spectral36¡.8
resolution of R 4 j/*j B 1300. The grating may be rotated
via stepper motors in steps of 0.2 mrad for wavelength selec-
tion. Rotating the grating block through D50¡ moves the

second replicated grating surface into the beam, with a
blaze angle of and 150 grooves mm~1 for R B 60017¡.5
spectra. From the grating, the beam travels to another
spherical mirror, identical in focal length to the collimator
mirror. An f/70 converging beam is produced, and merging
with the beam from the twin spectrograph, is deÑected o† a
fold mirror, exiting through the dewar window enCaF2route to the infrared camera. All mirrors except those in the
image slicer are overcoated gold on fused silica substrate.
Raytracing of the integrated system produces a spot size of
less than at the camera focal plane.0A.05

Order sorting is accomplished via Ðlters within the infra-
red camera. A 5% circular variable Ðlter performs this func-
tion for the wavelength range of 1.5È2.5 km, and broadband
Ðlters are used for wavelengths outside of this range. Each
spectrum spans D25 resolution elements on the array, cor-
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Murphy, Matthews, & Soifer, 1999



Putting IRS Mapping in 
Context

irs :        17769.8 hrs (41.9%) 
  irsstare - 11396.3 hrs (64.1%) 
    irsmap -  5047.5 hrs (28.4%) 
       irs -   726.7 hrs ( 4.1%) 
 irspeakup -   599.3 hrs ( 3.4%) 

mips:        13232.4 hrs (31.2%) 
  mipsphot -  6017.0 hrs (45.5%) 
  mipsscan -  5936.2 hrs (44.9%) 
      mips -   751.7 hrs ( 5.7%) 
   mipssed -   459.8 hrs ( 3.5%) 
    mipstp -    67.7 hrs ( 0.5%) 

irac:        11454.3 hrs (27.0%) 
   iracmap - 10459.8 hrs (91.3%) 
      irac -   994.2 hrs ( 8.7%) 
    iracpc -     0.3 hrs ( 0.0%) 

IRAC

MIPS

IRS

(Cold Mission)



Other
Peakup

Mapping

Staring

Putting IRS Mapping in 
Context



IRS Spectral Mapping 
History

• 1996: Joined Jim’s group


• 1997 SCORE deployed at Palomar 


• 2000: Renewed discussions of IRS “Scan Mapping” ➾ “Step & 
Stare”


• 2002: Joined SINGS team at Arizona, developed CUBISM


• 2003, December: First IRS Spectral Cube


• 2003, Christmas Day: First “Real” IRS Cube produced: Galaxy 
NGC7331


• 2004: First IRS Cubes published









CUBISM

• Custom reduction 
and analysis tool for 
IRS Spectral Maps

Smith+ 2007



The guts of 
CUBISM

Step 1

Step 2

Step 3
Sp

ac
e

λ Rotated PR

De−rotated and placed on output grid

Detector grid clipped to PR

Multiple input spectra contributing

Smith+ 2007





First real cube, and a new 
PAH

Smith+ 2004
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A new PAH



H2 cooling in Stefan’s 
Quintet

Cluver+ 2010 



H2 cooling in Stefan’s 
Quintet

allowing for two different pre-shock densities. The lower
velocity shocks are associated with the higher density
component. We find that the pre-shock densities that provide
the best fit to most of the H2 line data are =n 10H

3 cm−3 and a
second component with =n 10H

4 cm−3. On the outside of the
ridge and in the bridge regions, pre-shock densities of

=n 10H
2 cm−3 and =n 10H

4 cm−3 are favored in our models.
Although not unique, our fits provide an estimate of the range
of shock velocities and pre-shock densities needed to reproduce
the H2 excitation. This phase space is well constrained when
six or more H2 lines are detected (Guillard et al. 2009, 2012),
which is the case for ∼25% of the spectra.

Since we focus here on the properties of the H2 excitation
itself, this modeling does not attempt to simultaneously fit the
H2 and far-infrared ([O I] and [C II]) line data. Joint fitting of
[C II] and H2 lines in some small extraction regions showed that
the [C II]-emitting gas is consistent with excitation by warm H2

with densities of » -n 10H
2 3 cm−3 (Appleton et al. 2013). On

the other hand, the discovery of pH2O emission in the same
paper requires that some components of the shocked gas must
have even higher densities, >n 10H

5 cm−3. All of this suggests
that a broader range of density structure is present in the gas
and is not captured by the present models, which fit only the H2

excitation.
We performed the fitting analysis for all the spectral

extractions in Figure 1, and show maps of the two shock
velocities in Figure 9. Those maps clearly show the presence of
stronger shocks in the center and the southern part of the
galaxy-wide shocked filament. The shocks are also stronger in

the orthogonal direction of the filament, toward the bridge
structure.
Note that the stronger shocks become J-shocks when their

speed exceeds the critical velocity corresponding to the sonic
point in the flow (Le Bourlot et al. 2002). For a pre-shock
density =n 10H

2 cm−3 and a magnetic field induction
m=B 10 G transverse to the flow, the critical velocity is

»V 21crit kms−1. We note that we ran a grid of nonmagnetic
shock models (only J-shocks) and found very poor fits to the
lower excitation lines (especially 0–0 S(0)), which stresses
the importance of the magnetic field in softening the heating of
the shocked gas and enhancing the population of the lower
excitation rotational levels with respect to higher ones. The
shock model parameters, gas cooling times, mass flows, and
warm H2 masses are provided in Table 5.

6. The Mass of Warm Molecular Gas and the Warm Mass
Fraction

The three methods of fitting the excitation diagrams of the
warm H2 allow us to estimate the total warm molecular mass in
the areas that we have sampled. For the two-temperature
method, the fits for each region can be summed to directly
provide a total warm molecular mass for the whole mapped
area. For the power-law models, an important factor in
determining the total warm molecular mass is the value of
the asymptotic temperature Tℓ (see Section 4.2) determined
in the fitting process. This results in two kinds of behavior, gas
in the center of the shock in which the bulk of the gas is

Figure 8. A 2D color plot for the power-law index in our mapped regions of the Quintet. Smooth contours are overlaid on the color plot and the Hα HST image from
WFC3. The position of the contours clearly marks the shock regions of the Quintet. The center of the shock structure has the lower power-law slope, implying the
presence of more excited warm molecular gas. The lowest fitted power-law values are in the center of the ridge line of the shock and to the south. The northern part of
the filament has a higher power-law index, implying lower excitation and generally lower temperatures over the range of temperatures sampled. This is similar to that
seen in the two-temperature decomposition of Figure 7.
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populations of 150 rotation–vibration H2 levels in parallel to
the MHD equations. The molecular gas is heated to a range of
post-shock temperatures that depend on the shock velocity, the
pre-shock density, and the intensity of the magnetic field
(which is assumed to be perpendicular to the direction of shock
propagation). Our grid of shock models include a range of
different shock speeds, from 3 to 35kms−1, and we tested
three pre-shock densities, =n 10H

2, 103, and 104cm−3. The
initial ortho-to-para ratio is set to 3, and the intensity of the pre-
shock magnetic field in μG is set to the square root of the pre-
shock density incm−3(i.e., 30 μG at =n 10H

3 cm−3). The
magnetic field corresponding to the minimum-energy equipar-
tition is 10 μG, derived from observations of the radio
continuum averaged over large kiloparsec scales in the filament
by Xu et al. (2003). Therefore, the values used in the models
are reasonable, given the much smaller scales that would be
involved in the shocks (see Guillard et al. 2009). The H2 line
fluxes are computed when the post-shock gas has cooled down
to temperatures of 50K and 120K, chosen to compare our
shock modeling results to single/two-temperature or power-
law fits. At a given pre-shock density, the shock velocity is the
only parameter we allow to vary. Figure 6 shows an example of
an H2 excitation diagram fitted with two shock models.

We fit the H2 excitation diagrams with a combination of two
shock velocities and two pre-shock densities. This provides a
better fit to the data than fixing the same pre-shock density for
both shocks, while keeping the number of free parameters
to four.

In reality, we expect a distribution of shock velocities, but
Lesaffre et al. (2013) have shown that in the case of a
preliminary analysis of the H2 excitation in Stephan’s Quintet
(based on a single position in the filament), the favored
probability distribution function of the shock velocities is a sum
of two narrow Gaussian functions centered at two shock
velocities. Following this approach, we simultaneously fit up to
seven H2 rotational lines for each position in the filament, and
determine the best combination of shock velocities that
minimizes the reduced chi-squared for each set of excitations.
The H2 masses at each point are derived by multiplying the gas
cooling time (down to 100 K) by the gas mass flow (the mass of
gas swept by the shock per unit time) required to match the H2
line fluxes (Guillard et al. 2009). The total warm H2 masses are
obtained by summing these over the whole structure (see

Section 6 for comparison of the warm gas masses obtained by
the various methods).

5. Model Results

5.1. One- or Two-temperature Analysis

Figure 7 shows the distributions of temperatures T1 and T2
across the Quintet. The map of T1, the lower temperature, in
Figures 7(a) and (b) shows cooler gas in the northern part of the
filament with a quite broad distribution, whereas the temper-
ature peaks (T1 > 200 K) near the center and to the south of the
main filament. The situation is similar for the map of
component T2(Figures 7(c) and (d)) where there are several
peaks in the hottest component. The hottest region in both the
T1 and T2 maps is in the south of the filament. We will see that
this is a general result of our modeling. The coolest T1 and T2
components lie near the extragalactic star formation site called
SQ-A by Xu et al. (2005, see label in Figure1(b)).14 The fact
that the gas is hotter away from this star formation region
supports the suggestion of Paper 1, based on an analysis of H2/
PAH ratios, that UV radiation from star formation is not the
dominant heating mechanism in the filament. Another feature
of the temperature maps shown in Figure 7 is that the warm H2
component extends significantly in the direction of NGC 7319,
and indeed H2 emission is seen to the very edge of the eastern
boundary of the region we are modeling. Unfortunately the
spectroscopic diagnostic used in our current analysis (both the
IRS LL and SL modules) does not extend far enough to follow
this distribution further to the east. However, we know from the
maps using the LL module (see for example Figure 1(a)) that
the gas does extend all the way to NGC 7319. We will discuss
the nature of this eastward extension in Section 7.2.

5.2. Analysis of Power-law Index

Figure 8(a) shows a 2D color plot for power-law indices in
the shock region of the Quintet with contours of equal power-
law index superimposed. Detailed results are also presented in
Table 4. Figure 8(b) shows the same contours superimposed on
the optical image of the galaxy. The contour levels map the
main shock region of the filament very well, creating the
impression of a curved structure that follows faint Hα features
seen on the HST image. A large number of H2 molecules are at

Figure 5. Power-law model fit (red solid line) to the observed H2 line ratios
(black points) in an excitation diagram for the square region numbered 105 in
our mapped area (the same region as in Figure 4).

Figure 6. H2 excitation diagram fitted with a combination of two models at 5
and 22 km s−1. The pre-shock densities are 1×104 and 1×103 H cm−3

respectively.

14 We note that not all of SQ-A is covered by our observations.
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Cassiopeia A



Compression in Reverse 
Shock
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A Symmetric Supernova 
Asymmetry?

• Pure Ne/O lobes 
along NS kick 
direction.
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10,000 Earths' Worth of Fresh Dust Found Near Star 
Explosion

Rho+ 2007



DeLaney+ 2010



Interstellar C60 discovered
No. 1, 2010 C60 IN REFLECTION NEBULAE L55
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Figure 1. Spitzer-IRS spectra (solid curves) of NGC 7023 (25′′ east, 4′′ north
of HD 200775; top) and NGC 2023 (29′′ west, 8′′ south of HD 37903; bottom),
obtained with the short-wavelength low-resolution module (SL; 5.2–10.0 µm;
λ/∆λ = 60–120) and the short-wavelength high-resolution module (SH;
10.0–19.5 µm; λ/∆λ = 600). We mark C60 lines at 7.04, 8.5, 17.4, and 18.9 µm
(vertical lines). The strong emission feature at 8.6 µm is due to PAHs. H2
emission lines fall at 9.66, 12.3, and 17.0 µm.

λ/∆λ = 600). We chose nebular positions (29′′ west, 8′′ south
of HD 37903 in NGC 2023; 25′′ east, 4′′ north of HD 200775 in
NGC 7023) with a strong ratio of the 18.9 µm feature relative to
the 16.4 µm PAH feature. We used matched aperture extraction
in CUBISM (Smith et al. 2007b) to extract SL, LL, and SH spec-
tra in regions of overlap between these spectral modules. The
extraction aperture was 10.′′2×10.′′2 in NGC 2023 and 7.′′5×9.′′2
in NGC 7023.

We also retrieve from the Spitzer archive a spectral
data cube for NGC 7023 with LL (PI: Joblin, pid 3512;
aorkey = 0011057920). We use CUBISM to derive spectral
images in the 16.4, 17.4, and 18.9 µm features and 0–0 S(1) H2
for NGC 7023. For the spectrum of each spatial pixel, we define
a local continuum surrounding an emission feature or line and
subtract it before deriving the feature or line intensity.

We search for bad pixels and correct them with CUBISM
before extracting final spectra. We subtract dedicated sky spectra
for the 5–38 µm spectra of NGC 2023 and NGC 7023; no sky
subtraction is done for the spectral mapping.

3. RESULTS

Figure 1 illustrates our SL and SH spectra in NGC 2023
and NGC 7023. The 17.4 and 18.9 µm emission features are
prominent and coincident with C60 wavelengths.

We show the 5–9 µm SL spectrum of NGC 7023 in
Figure 2. We clearly detect an emission feature at 7.04 ±
0.05 µm. This feature is coincident, within the uncertainties,
with the wavelength of the expected C60 line. We highlight this
emission feature by using PAHFIT (Smith et al. 2007a) to fit the
5–9 µm spectrum with a blend of PAH emission features in ad-
dition to the new emission feature at 7.04 µm. The full-width at
half-maximum of the 7.04 µm C60 feature is 0.096 ± 0.012 µm,
significantly broader than our spectral resolution. We also detect
the 7.04 µm C60 feature in NGC 2023. We present the C60 band
intensities in Table 1.

In our previous long-slit spectroscopic investigation of
NGC 7023 (Sellgren et al. 2007), we found that the 18.9 µm
feature peaks closer to the central star than PAHs. We now illus-
trate this more clearly with the LL spectroscopic map extracted
in NGC 7023 (Figure 3). The 18.9 µm emission is clearly cen-
tered on the star. By contrast, the 16.4 µm PAH emission peaks
outside the region of maximum 18.9 µm emission, in a layer

Figure 2. Spitzer-IRS 5–9 µm spectrum of NGC 7023 (open squares), obtained
with the short-wavelength low-resolution module (SL; λ/∆λ = 60–120). We
mark C60 lines at 7.04 and 8.5 µm (vertical lines). We show the individual
contributions of PAH features at 5.3, 5.7, 6.2, 6.4, 6.7, 7.4, 7.6, 7.8, 8.3, and
8.6 µm to the spectrum, by decomposing the spectrum with PAHFIT (Smith et al.
2007a) and then overplotting the Drude profile of each feature (blue curves).
The Drude fit to the C60 feature we detect at 7.04 ± 0.05 µm is highlighted
(magenta curve). The 8.5 µm C60 feature is blended with the strong 8.6 µm
PAH feature.

Table 1
Observeda and Calculatedb C60 Intensity Ratiosc

I7.04/I18.9 I8.5/I18.9 I17.4/I18.9

Object

NGC 7023 (λ/∆λ = 60–130) 0.82 ± 0.12 · · · 0.42 ± 0.02
NGC 7023 (λ/∆λ = 600) · · · · · · 0.33 ± 0.01
NGC 2023 (λ/∆λ = 60–130) 0.086 ± 0.004 · · · 0.47 ± 0.01
NGC 2023 (λ/∆λ = 600) . . . . . . 0.66 ± 0.01

Absorbed photon energy

5 eV 0.46–0.58 0.41–0.43 0.28–0.38
10 eV 0.76–0.94 0.57–0.59 0.28–0.38
15 eV 0.97–1.20 0.67–0.71 0.29–0.38

Notes.
a Observed intensity ratios, derived using PAHFIT (Smith et al. 2007a). We give
statistical uncertainties; systematic fitting uncertainties are 15% for the 7.04 µm
intensity ratio and 30% for the 17.4 µm intensity ratio. The observed 17.4 µm
feature has not been corrected for PAH emission blended with it.
b Emission spectrum calculated with Monte Carlo code (Joblin et al. 2002) for
molecular cooling cascade after absorbing a stellar photon. C60 vibrational data
from Ménendez & Page (2000), Choi et al. (2000), and Schettino et al. (2001).
c Intensities (W m−2 sr −1) normalized to the 18.9 µm feature intensity.

between the star and the molecular cloud. The photodissocia-
tion front at the UV-illuminated front surface of the molecular
cloud is delineated by 0–0 S(1) H2 emission at 17.0 µm.

Our previous observations (Sellgren et al. 2007) suggested
that the 17.4 µm feature might be a blend of a PAH feature
and an emission feature with the same spatial distribution as
the 18.9 µm feature. We now confirm that this is the case
with IRS/LL spectroscopic imaging. We show an image of
the 17.4 µm emission from NGC 7023 in Figure 4, overlaid
with contours of 18.9 µm and 16.4 µm emission. The 17.4 µm
emission clearly shows one peak on the central star, coincident
with 18.9 µm C60 emission, and a second peak cospatial with
16.4 µm PAH emission. Thus, there is an ISM component with
emission features at 17.4 and 18.9 µm, which has a different
spatial distribution than PAHs traced by the 16.4 µm feature.

Our imaging spectroscopy demonstrates the spatial separation
between regions of peak PAH emission and peak C60 emission

L56 SELLGREN ET AL. Vol. 722

Figure 3. Three-color image of NGC 7023, in 18.9 µm C60 emission (red),
16.4 µm PAH emission (green), and 17.0 µm 0–0 S(1) H2 emission (blue).
We constructed each image by analyzing Spitzer/IRS-LL long-slit spectra with
CUBISM (Smith et al. 2007b). We illustrate where we measured the 5–38 µm
spectra shown in Figures 1 and 2 (white rectangle). We mark the location of
HD 200775 (star). Each pixel is 5.′′1×5.′′1. The 18.9 µm C60 feature peaks on the
central star, while the 16.4 µm PAH emission is brightest between the 18.9 µm
emission region and the photodissociation front traced by H2 emission.

(Figures 3 and 4). Boersma et al. (2010) find that the 16.4 µm
feature from different sources correlates with other PAH features
but the 18.9 µm feature does not. Velusamy & Langer (2008)
observe the 18.9 µm feature to peak on the central star in the
reflection nebula NGC 2316 (Parsamian 18). They also find that
the 17.4 and 18.9 µm features have distinct spatial distributions
in this object and argue from this that C60 is unlikely to be the
carrier of these features. Our result that the 17.4 µm feature is a
blend of a PAH feature and C60 in NGC 7023 naturally explains
their observations.

4. DISCUSSION

To derive the abundance of C60, we assume that fullerenes
and PAHs absorb UV starlight, and then re-radiate it all as
infrared emission features. We do not include any potential
visible fluorescence by either C60 or PAHs. For fullerenes, we
adopted experimental values of the absorption cross-section of
C60 at 0.09–0.35 µm (Yasumatsu et al. 1996; Yagi et al. 2009).
The absorption cross-sections from Yasumatsu et al. (1996)
and Yagi et al. (2009) differ by a factor of two, indicating the
overall uncertainty in our abundance calculation. For PAHs, we
adopted the absolute absorption cross-section at 0.09–0.30 µm
from Li & Draine (2001). We integrated both of these absolute
absorption cross-sections over a 17,000–22,000 K blackbody,
as is appropriate for the central stars of NGC 7023 and
NGC 2023. We find that C60 and PAHs have similar integrated
UV absorption strengths per C atom.

We compare the sum of the intensities of the 7.04, 17.4, and
18.9 µm features, assumed to be due to C60, to the sum of all
other infrared emission features at 5–38 µm, assumed to be
due to PAHs. We analyze SL and LL spectra with PAHFIT
(Smith et al. 2007a) to find that the ratio of C60 to PAH
emission is 0.01–0.03 in our observed positions in NGC 7023
and NGC 2023. By adopting a percentage of interstellar carbon
in PAHs of 9%–18%, we derive a percentage of interstellar
carbon in C60, p(C60), of 0.1%–0.6% in regions of bright C60
emission.

Our p(C60) value is consistent with other estimates of p(C60)
and of the percentage of carbon in C+

60, p(C+
60). Foing &

Ehrenfreund (1994) estimate p(C+
60) = 0.3%–0.9% from two

diffuse interstellar bands at 958 and 963 nm which they attribute

Figure 4. Image of 17.4 µm emission in NGC 7023 (grayscale image), derived
from Spitzer/IRS-LL long-slit spectra analyzed with CUBISM (Smith et al.
2007b). We overlay contours of 18.9 µm C60 emission (red) and 16.4 µm PAH
emission (green). Each pixel is 5.′′1 × 5.′′1. One component of the 17.4 µm
emission is cospatial with 18.9 µm C60 emission and the other component of
the 17.4 µm emission follows 16.4 µm PAH emission. This illustrates that the
17.4 µm emission feature is a blend of a PAH feature and 17.4 µm C60 emission.

to C+
60. Herbig (2000) uses these same two bands to estimate

p(C+
60) = 0.1%–0.3% in diffuse clouds. Herbig (2000) places

an upper limit of p(C60) < 0.0008% in diffuse clouds, showing
that C60 is primarily ionized in diffuse clouds. Moutou et al.
(1999) measure p(C60) < 0.3% and p(C+

60) < 0.3% from
the lack of emission features at 7.0–8.5 µm, at a position in
NGC 7023 where the 18.9 µm C60 feature is weak. Nuccitelli
et al. (2005) find p(C60) < 0.6% from their non-detection of
the 8.5 µm feature in absorption toward R CrB (HR 5880) and
three massive young stellar objects. Cami et al. (2010) derive
p(C60) = 1.5% in planetary nebula Tc 1.

The relative intensities of the C60 bands provide information
on the conditions in which the molecule emits. To probe
these conditions, we use a Monte Carlo code, based on a
micro-canonical formalism, developed to simulate the emission
cascade of PAHs following the absorption of a UV photon
(Joblin et al. 2002; Mulas et al. 2006). We calculate the evolution
of the internal energy in the molecule and the number of photons
emitted in each infrared band during the cooling cascade. We
calculate the emission spectrum after C60 absorbs a 5, 10, or
15 eV photon, reaching temperatures of 800, 1200, or 1570 K at
the beginning of the cooling cascade. We use the list of modes
from Ménendez & Page (2000) and infrared intensities (at 0 K)
calculated using density functional theory (Choi et al. 2000;
Schettino et al. 2001).

We compare the predicted line intensities with the observa-
tions in Table 1. We find that the ratio of the intensities of the
17.4 and 18.9 µm bands is not sensitive to the energy of the
absorbed UV photon. The observed ratio varies but this is likely
because the 17.4 µm band is blended with a PAH feature. The
ratio of the intensities of the 7.04 and 18.9 µm bands, however,
is very sensitive to the absorbed UV photon energy. Table 1
shows that the 7.04 µm intensity in NGC 7023 is consistent
with the cooling cascade of C60 excited by UV photons with
a mean energy of 10 eV. A lower photon energy is suggested
for NGC 2023, perhaps because of its blister geometry with the
star in front of a dense molecular cloud. If C60 in NGC 2023
is excited by lower energy photons, then this would also affect
the C60 abundance derived there. More detailed modeling will
be needed to clarify this.

Our interpretation of the NGC 7023 C60 emission differs from
the very recent results of Cami et al. (2010) who concluded that

Sellgren+ 2010
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• Blind LL spectral 
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Figure 4. On the left, spatial map (X–Y plane, cf. Figure 2) of the Field 2 cube integrated over 14–19 µm. On the right, spatial map (X–Y plane) of the Field 1 cube
integrated over 21–34 µm. Both maps are projected onto the sky.
(A color version of this figure is available in the online journal.)

2.5. Comparison with 24 µm GOODS Catalog

We correlated our sample with the MIPS 24 µm catalog from
the GOODS survey Dickinson et al. (2003). Source detection in
the MIPS image uses IRAC positions as priors, thus allowing
us to select sources to a lower level than expected in the
presence of confusion. The final MIPS catalog is described
in more detail by Chary (2007); it has a 1σ depth of about
5 µJy and reaches a 84% completeness limit of 80 µJy. We
select the nearest MIPS source up to 3 arcsec (corresponding to
∼ 2σ in IRS positioning accuracy) to be the counterpart of our
IRS detections. We observe a mean difference of 1.′′7 between
IRS and MIPS counterpart coordinates. Results of the cross-
identification (together with the IRAC catalog) are presented in
Table 2. Considering both LL1 and LL2, 38 out of 45 sources
(84%) of our sample have a 24 µm counterpart with a median
fν(24 µm) of 103 µJy. For LL1 only, the match rate is 90% (18
out of 20 sources). All MIPS sources with S24 > 80 µJy that
fall into the region of near-full depth coverage of this survey are
detected. The faintest MIPS counterpart to one of our extractions
(SUUSS 18) has a 24 µm flux density of 47 µJy. This source is
detected in LL1 with a maximum S/N of ∼7 at 30.5 µm.

The 24 µm fluxes were used to check the flux calibration
of our data set on sources extracted from Field 1 where the
spectral range overlaps the MIPS 24 µm filter. We integrated
the IRS LL1 spectra under the 24 µm bandpass. Sources with
S/N greater than 2 in this integration were compared to their
GOODS 24 µm flux counterpart in Figure 8. A linear regression
on the data in Figure 8 yields

S24,IRS = 1.14 (±0.09) × S24,MIPS − 27.1 (±16.2) .

As one might expect, the main source of error in estimating the
24 µm band fluxes using IRS spectra is the low S/N. We do not
observe a clear bias or offset in the calibration.

In order to further compare our data to the photometric MIR
data provided by the GOODS survey, we convolved the whole
Field 1 cube by the MIPS 24 µm filter. Contours were extracted
of the resulting IRS 24 µm map and overplotted on the released
MIPS observation at the same wavelength (Figure 9). No bias
or offset was observed in the comparison of source positions.

We can detect a few examples of spatial confusion in the IRS
map that are not present in the MIPS observation due to the
better spatial resolution. These confused sources were however
separated spectrally before extraction.

3. DETERMINING REDSHIFTS AND SPECTRAL TYPES
FROM IRS SPECTRA

We have developed an original method to determine the
redshift and spectral type of our sources using template spectra
typical of various types of galaxies, and cross-correlation to
fit the observed spectra to the templates. We describe here the
method and present the results.

We selected a set of 21 template spectra: five templates
dominated by aromatic feature emission presented in Smith
et al. (2007b), 13 ULIRGs spectra from Armus et al. (2007),
two radio galaxy and quasar spectra (P. Ogle 2007, private
communication) and the spectrum of the Wolf–Rayet galaxy
NGC1569 (Wu et al. 2006). For all these templates, we have
full IRS low-resolution spectral coverage from 5 to 38 µm.
All spectra were converted to rest frame before being used.
They cover a full range of source properties from star-forming
to AGN-dominated galaxies, and include the various known
MIR signatures: aromatic features, silicate absorption, both high
and low ionization lines, non-thermal continuum emission, and
steeply rising thermal dust emission (see Figure 10 and Table 3).

3.1. Correlation Analysis of Individual Sources

The method is based on a two-parameter (redshift and spec-
tral template) cross-correlation to estimate IRS spectroscopic
redshift and determine a best-fit spectral type for our sources.
For a given redshift z, we compute the Pearson product–moment
correlation coefficient between data in the observed frame and
each template spectrum, redshifted to z. The Pearson product
is an estimate of the degree of linear relationship between two
data vectors, usually noted ρS,T ,

ρS,T (z) = Cov(S, T )
σS · σT

, (1)
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Figure 2. Representation of a reconstructed data cube using the CUBISM
software developped by the SINGS team (Smith et al. 2007a).
(A color version of this figure is available in the online journal.)

small, and the fits were close to robust means. This method only
removes rogue signals thus ensuring that no correlated noise
is added to the data. We used IRSCLEAN8 after the ensemble
subtraction to check how many additional bad pixels are found
for ensembles of decreasing size. Changes in the number of
bad pixels detected were found to be less than 2% when going
below 1/4 of an AOR (32 frames) which was then chosen as the
ensemble size. Additional rogue pixels were found and repaired
at the single-BCD level using IRSCLEAN. IRSCLEAN fixes
pixels by interpolating adjacent rows. One fixed iteration was
done on each frame at a threshold of 4σ .

The second step removes the remaining rogue pixels in the
map making. We used CUBISM developed by Smith et al.
(2007a), a custom tool created for the assembly and analysis
of spectral cubes from IRS spectral maps. Zero-median BCD
frames were recombined into two spectral cubes providing two
spatial and one spectral dimensions for each of LL1 (Field 1)
and LL2 (Field 2). CUBISM uses trimmed averages over the
set of individual measurements going into the signal for each
pixel in the cube. The measurements are first weighted by the
overlap fraction between BCD pixel area and cube pixel area,
then averaged with trimming. We represent one of the cubes
on a diagram in Figure 2. The considerable redundancy in the
spatial coverage and the dithering between AORs oversample
the sky sufficiently that the data cubes could be built with
(2.′′55)2 pixels, oversampling by a factor of ∼2 the native
spatial pixels. The cubes were not oversampled in the spectral
dimension; thus, the sampling remains 0.092 µm pixel−1 in
LL2 and ranges from 0.177 to 0.187 µm pixel−1 in LL1. The
resulting cube dimensions are 79 × 28 × 95 pixels covering
201′′ × 71′′ × 17.3 µm for Field 1 and 79 × 28 × 75 pixels
covering 201′′ × 71′′ × 6.9 µm for Field 2, corresponding to the
outermost contours in Figure 1.

2.3. Characterization of the Noise

In order to estimate the noise in the data cubes and extract
its variation with wavelength, we integrated each cube over
its whole spectral range creating two-dimensional map-like
planes (one per field). We applied an iterative sigma clipping
on those maps to mask pixels containing sources, leaving about
a thousand pixels in each field, excluding the edges where the
noise increases dramatically due to decreasing coverage in the

8 Software provided by the SSC, http://ssc.spitzer.caltech.edu/archanaly/
contributed/irsclean/IRSCLEAN_MASK.html.

Figure 3. Standard deviation of the noise in our data set in each wavelength bin
and for both fields (Field1 in red and Field 2 in blue). Solid lines illustrate the
noise relative to each source extraction, whereas the dotted lines correspond to
the noise in one single pixel of (2.′′55)2.
(A color version of this figure is available in the online journal.)

map. These remaining pixels are assumed to be dominated by
noise. Spectra at all of these pixels were then used to compute
the 1σ deviation of the noise at each wavelength. Note that due
to the background subtraction, these spectra have a zero mean.
Integrated over one oversampled (2.′′55)2 pixel, this standard
deviation ranges between 2.7 µJy and 9.1 µJy in Field 1 (LL1,
between 20 and 35 µm) and between 2.3 µJy and 6.3 µJy
in Field 2 (LL2, between 14 and 21 µm; see dashed lines in
Figure 3). The samples of positions used to extract the noise
were then split into several spatially distinct subsets to check for
any spatial dependency but no significant variation was found.

All information at λ > 35 µm in Field 1 (LL1) were discarded
due to very high red-end noise. In the following, LL1 spectral
range refers to a 20–35 µm band.

2.4. Source Detection and Extraction

The three-dimensional structure of the data was used to detect
sources in both spectral and spatial dimensions. Sources were
selected down to a low significance by scanning through X–λ
planes by eye and then noting their positions in X–Y planes
(summed over a portion of the spectral range) as can be seen in
Figure 4. The signal was then estimated in the spatial vicinity
of each position and summed over the spectral range where
the source signal is higher than 2σ , using optimal extraction
(Narron et al. 2007), applying a matched filter to the data. This
estimated signal was then fitted by a two-dimensional Gaussian
function in order to get the best positions and the best spectra
for our sources. Finally, we estimate the integrated signal-to-
noise ratio (S/N) for each optimally extracted spectrum over
the full spectral range of LL1 or LL2 and keep only sources
with integrated S/N greater than 2. We were able to extract 45
spectra, 20 in LL1 and 25 in LL2 (see Table 1 and Figures 5 and
6). We show in Figure 7 the S/Ns at peak achieved in our spectra.
We also show the contracted bandwidth in µm over which our
spectra achieve an S/N greater than 2. It should be noted that
in estimating S/Ns, the noise values presented in the previous
section need to be multiplied by a factor of 12 to account for the
spatial integration implicit in optimal extraction (see solid lines
in Figure 3).
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Figure 15. Spectrum of the [S iv] “line source” (SUUSS 9) in rest frame. 1σ
deviation is shown as the gray shading. The cross-correlation gave us a redshift
of z = 2.08 for this source. In dashed red, we show the spectrum of NGC1569
for which we obtained the best cross-correlation match. It is scaled to our source
10.5 µm rest-frame flux density.
(A color version of this figure is available in the online journal.)

unlikely candidates, since the [S iii] line is expected to be at least
comparable in flux and detectable at 23.4 µm. The exception
would be that [O iv] might exceed [S iii] in AGN-dominated
sources. However, the lack of a detectable continuum and the
lack of a similar redshift in this vicinity are both arguments
against this identification.

The close association of SUUSS9 with GOODS
J123650.87+621712.8 both spatially and in redshift is sugges-
tive of these being the same object, but not conclusive. It is just as
likely that they are two neighboring sources rather than the same
source. The redshift difference amounts to ∼15,000 km s−1 and
corresponds to 1.7σ assuming that the uncertainty on the Reddy
et al. (2006) redshift is sufficiently lower than ours. Moreover,
interpreting SUUSS9 as a NGC 1569 analog implies that it
is a Wolf–Rayet galaxy, whereas the GOODS source does not
display the Wolf–Rayet characteristics in its optical spectrum
(Brinchmann et al. 2008). Additional data will be required to
clarify the relation between these two sources, which is be-
yond the scope of this paper. While we cannot attach a formal
confidence level to this statement, we do propose that the inter-
pretation of the SUUSS 9 line as [S iv] at z ∼ 2.1 is the most
plausible postulate, followed by the less likely interpretation as
the H2 S(0) line at z = 0.15. If SUUSS 9 is indeed detected
in [S iv], then its [S iv] line luminosity would be 8.3 × 1035 W,
whereas the dwarf galaxy NGC1569 emits 1.5 × 1031 W. While
this is a dramatic difference, the [Siv] luminosity estimated
for SUUSS9 is not extraordinary, in the sense that the quasar
PG1612+261 has a comparable luminosity of 1.4×1035 W. The
interpretation of the SUUSS 9 line as H2 S(0) at z = 0.15 is
less demanding energetically, since it requires scaling up the
emission of the intergalactic shock in Stephan’s Quintet by a
factor of 11 only, to a line luminosity of 1.5 × 1033 W.

The second line sources (SUUSS 17) possess a relatively
well determined MIR continuum of about 300 µJy (> 6σ ) as
can be seen in Figure 16. This source shows one very well
defined emission line at λ ∼ 33.7 µm (observed wavelength)
with a total flux of ∼ 6×10−19 W m−2, and no other significant
spectral feature over the LL1 wavelength range (20–35 µm). The
two absorption-like features at 26 and 28.5 µm in the spectrum
are unlikely to be real and are more likely originating from a

Figure 16. Spectrum of the [O iv] “line source” (SUUSS 17) in rest frame.
1σ deviation is shown as the gray shading. The green square is the MIPS
24 µm counterpart flux in rest frame. The cross-correlation, in agreement with
ancillary data, gave us a redshift of z = 0.3 for this source. IRAC data points
(inset) tend to agree with the presence of PAH emission at 6.2 µm. In dashed
red, we plotted the spectrum of the QSO PG1612+261 for which we obtained
the best cross-correlation match. It is scaled to our source 25.9 µm rest-frame
flux density.
(A color version of this figure is available in the online journal.)

combined effect of noise and confusion, as this source sit in
a denser region of our survey with three surrounding sources
as close as 15′′. The line is well resolved by the IRS, with
an estimated intrinsic full width at half-maximum equivalent
to ∼ 4000 ± 1400 km s−1. NED, consulted in 2008 December,
reports three objects sufficiently close to be considered potential
counterparts: GOODS J123658.45+621637.3 at z = 0.2993,
and 1.′′5 away, GOODS J123658.82+621638.1 at z = 0.29863,
and 3.′′2 away, and GOODS J123658.09+621639.4 at z =
1.01734 and 6.′′2 away; all redshifts are from Wirth et al. (2004).
The second of these is assigned a Spitzer 24 µm detection at
264 µJy, making it the most credible counterpart to SUUSS 17.

The cross-correlation analysis on this source yields several
candidate solutions for different templates and does not allow us
to secure a reliable redshift. However, using the z = 0.3 redshift
as prior we find the best matching template to be the spectrum
of pg1612+261 quasi-stellar object (QSO, Shi et al. 2007) with
an IRS determined redshift of 0.3. This redshift implies that the
strong emission line in the IRS (LL1) spectrum is either [O iv]
(25.89 µm) or [Fe ii] (25.99 µm). Moreover, at z = 0.3, the
IRAC 8 µm band falls on top of the 6.2 µm feature and would be
expected to cause an excess compared to the shorter wavelength
IRAC bands. Such an excess is evident in the inset in Figure 16,
and we tentatively interpret it as the presence of PAH emission.
The difficulty with this interpretation, however, is that [O iv]
is observed with < 1000 km s−1 width in known QSOs (e.g.,
Dasyra et al. 2008), and the line width observed for SUUSS
17, typical of broad-line region emission, is not expected for
high-ionization species like [O iv]. It is also difficult to explain
the large observed line width as resulting from the combination
of [Fe ii] and [O iv] emission, for the separation between the
two lines is only 0.1 µm, or 900 km s−1. One might invoke
the possibility of a broadened [Fe ii] rather than the [O iv], but
one would then expect the 18.7 µm line of [S iii] to be at least
comparable, and typically several times stronger than [Fe ii]
(Dale et al. 2009). There is no evidence of the [S iii] line in
Figure 16, which argues against this possibility. The 17.94 µm
line of [Fe ii] is typically weaker than the 25.99 µm line, so we
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Fig. 1.—: Observational foot prints for IR spectral observations of NGC 1097 (left) and NGC 4559 (right) overlaid
on MIPS 24µm images. The green box denotes the area which had full LL coverage with IRS. The magenta region is
the area observed in SL with IRS. PACS-WS observational footprint is shown in Blue. PACS-CN coverage is shown
in cyan.

of ionized gas ([O iii] 88 µm and [N ii] 122 µm) in nearby
galaxies that span a wide breadth of key physical param-
eters (Kennicutt et al. 2011).

For a complete picture of the heating and cooling of the
ISM in nearby galaxies, we combine the far-IR observa-
tions of the Kingfish program with mid-IR observations
available from the Spitzer Infrared Nearby Galaxies Sur-
vey (Sings, Kennicutt et al. 2003). The mid-IR spec-
tral range is of increased interest due to the presence of
the PAH features. Small particles such as PAHs cool
off between photon encounters making the characteristic
shape of their emission independent of the UV radiation
field unlike the larger grains (Draine et al. 2007). As
a consequence, PAH vibrational bands should trace the
ejection of photoelectrons, which are thought to domi-
nate the heating of neutral gas, independent of the dust
temperature. Indeed, the ratio of [C ii] line emission
to photometric measures of PAH emission in the mid-IR
was found to be approximately constant in local galaxies
(Helou et al. 2001).

Rather than remain constant with dust temperature,
the relative PAH strength has been seen to decrease with
warmer far-IR colors (Helou et al. 1991) The declining
importance of PAHs in heating the gas can be explained
by intense radiation fields that ionize PAHs (Tielens et
al. 1999). Thus the balance of PAH heating and gas
cooling can be interpreted to suggest that gas heating
is indeed dominated by small grains in low density en-
vironments. Alternatively, the decreased importance of
PAH emission in regions of intense radiation could be due
to sampling different phases of the gas within the large
(∼70 ′′) ISO beam, such as quiescent cirrus, that favor
cooling via [C ii], and high density PDRs that are located
near young stars, that favor cooling via [O i]. The spec-
tral coverage and spatial resolution of our observations
allow us to investigate the distribution of PAH features
and far-IR line emission on scales well-matched to local
star formation.

NGC 1097 and NGC 4559 were selected as King-
fish Science Demonstration Program (SDP) targets.

NGC 4559 is a late spiral type galaxy (SABcd) at a
distance of approximately 8.45 Mpc. It has slightly
sub-solar metallicity (12+log(O/H) = 8.56) and shows
no signs of AGN activity (Moustakas et al. 2010). In
contrast, NGC 1097 is slightly more enriched than
NGC 4559 (12+log(O/H) = 8.77) and is a Seyfert 1
galaxy that contains a bright nuclear star forming ring
(Moustakas et al. 2010). At a distance of 19.1 Mpc
(Willick et al. 1997), the nucleus of NGC 1097 is one
of the brightest regions in the Kingfish sample. These
two systems clearly probe a wide range of environ-
ments: intense, concentrated star formation in the ring in
NGC 1097 to nominal, distributed star formation in the
disks of both galaxies. Indeed, the Kingfish program
has been designed to sample a large range of star form-
ing environments found in the nearby Universe. While
NGC 1097 and NGC 4559 are only a small piece of the
broader Kingfish sample, they span a representative
range of surface brightness and radiation fields for an ex-
ploratory study of the heating and cooling mechanisms
operating in the ISMs of nearby galaxies, as we will dis-
cuss in this work.

In this paper we present an investigation and compari-
son of properties of the ISM in NGC 1097 and NGC 4559
by combining data from the Kingfish and Sings pro-
grams. In §2 we present the observations and discuss the
data processing. As both chopped and un-chopped PACS
spectral data were acquired, these data are compared to
each other as well. In §3 we discuss the heating and
cooling of gas in these galaxies. The far-IR line deficit is
investigated using the two strongest coolants, the [C ii]
157 µm and [O i] 63 µm lines. To better trace total PAH
emission, we derive a method to combine limited spec-
tral and photometric data sets in §4. We discuss how the
cooling is related to observed PAH emission in the ISM
and investigate scenarios that have been proposed to ex-
plain the far-IR line deficit in §5. Finally, we summarize
the results of this study in §6.

2. OBSERVATIONS

[CII]

where B! is the blackbody function, T? is the temperature of the
stellar continuum, Tm are the n ¼ M thermal dust continuum
temperatures, the Ir(!) are the n ¼ R resolved (dust) and un-
resolved (line) emission features, and "k is the dust opacity. These
features are described in detail below.

4.1.1. Starlight

The infrared emission from older stellar populations is repre-
sented by blackbody emission at fixed temperature T? ¼ 5000 K,
similar to the temperature of the stars that dominate stellar emis-
sion redward of 3Y5 #m. This temperature was found to best
represent the stellar continuum in average Starburst99 spectral
energy distributions (SEDs; Leitherer et al. 1999) for stellar pop-
ulations older than 100 Myr and wavelength longward of 3 #m.
For shorter rest-frame wavelengths, or in fits involving near-
infrared (NIR) photometry, including a more realistic suite of
stellar SEDs would be appropriate, as would considering the

very hot (103 K) small grain NIR dust emission component
inferred in ISOPHOTspectra of normal galaxies (Lu et al. 2003).
These components are unimportant beyond rest-frame wave-
lengths of 3Y5 #m.

4.1.2. Dust Continuum

We allow up to M ¼ 8 thermal dust continuum components
represented by modified blackbodies at fixed temperatures Tm ¼
f35; 40; 50; 65; 90; 135; 200; 300 Kg, with ! 2 emissivity nor-
malized at k0 ¼ 9:7 #m.Although the bulk of the dust in galaxies
is heated to relatively low equilibrium temperatures ("15Y20 K;
see B. T. Draine et al. 2007, in preparation), these grains are too
cold to make any contribution at k < 40 #m and are not con-
sidered here. Contributions from a hot grain continuum, which
would be important in strong AGN sources, are also not included;
if present, e.g., for strong SINGS AGNs like NGC 1566 and
NGC 5194, these continuum components would be absorbed by

Fig. 1.—Continued
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The Future of MIR Spectral 
Mapping

• MIRI on JWST

The Mid-Infrared Instrument (MIRI)

The Mid-Infrared Instrument (MIRI) provides:

• Imaging in nine (9) photometric bands from 5 to 28 µm,  λ/∆λ ~ 5, with a field 
of view (FOV) 74'' x 113'' 

• Sub-array imaging (with shorter exposure times) for bright targets and high sky 
backgrounds!

 – SUB64 – 7.0'' x 7.0''

 – SUB128 – 14.1'' x 14.1''

 –  SUB256 – 28.2'' x 28.2''

 – BRIGHTSKY – 56.3'' x 56.3''

• Coronagraphic imaging facilitated by three (3) four-quadrant phase masks 
(4QPMs) at 10.65, 11.4, & 15.5 µm (24'' x 24''), and a Lyot coronagraph at 23 
µm (30'' x 30'')!

• Low Resolution Spectrometer (LRS: λ/∆λ ~ 100 at 7.5 µm), which covers wave-
lengths from 5 to ~ 12 µm using a 0.51'' x 4.7'' slit, or in SLITLESS configuration!

• Medium Resolution Spectrometer (MRS: λ/∆λ ~ 1550–3250), which covers 
wavelengths from 4.9 to 28.8 µm, enabled by four Integral Field Units (IFUs) with 
FOVs of 3.9'' to 7.7''

LRS Continuum Sensitivity

MRS Continuum Sensitivity

LRS limiting sensitivity for the detection of the continuum 
spectrum for a spatially unresolved target (units of 
microJansky).

LRS limiting sensitivity for the detection of a spectrally and 
spatially unresolved target (units  
of 10-20 Watt m-2).

MRS limiting sensitivity for the detection of an unresolved 
spectral line in a spatially unresolved target (units of 10-20 Watt 
m-2). The dashed lines are for the high-background case.

MRS Line Sensitivity

MRS limiting sensitivity for the detection of the continuum 
spectrum for a spatially unresolved target (units of milli-Jan-
sky). The dashed lines are for the high-background case.

4QPM’s
(24" x 24")
10.65 µm
11.4 µm
15.5 µm

LRS Slit
(0.51" x 4.7")

Lyot
(30" x 30")

23 µm

Imager
(74" x 113")

MRS

LRS Line Sensitivity
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